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Overview

1. The infant mortality rates are computed separately at the
province level only, and do not take into account racial, gender, or
other social differences. The life expectancy statistics are for race
and gender groups, and do not take regional or income differences
into account. The real differences between typical individuals with
the listed characteristics are therefore likely to be understated. In
addition, Nthabiseng’s life expectancy could be much lower if she
were to become infected with HIV/AIDS, as are many young South
African women. Data come from Day and Hedberg (2004). Pre-
dicted years of schooling rely on disaggregated information—by
province, sex, race, rural-urban location, consumption expenditure
quintile, and mother’s education—from the Labor Force Survey
and the Income and Expenditure Survey for 2000, which were car-
ried out by the South Africa Statistics Office.

2. Predicted monthly consumption expenditures in 2000 for
persons with those characteristics were Rand 119 ($45 adjusted for
purchasing power parity) for Nthabiseng and Rand 3,662 ($1,370)
for Pieter. The average white male with a highly educated mother,
who lives in Cape Town and is in the top 20 percent of the distribu-
tion, happens to be in the ninety-ninth percentile of the overall
income distribution. Data come from the Labor Force Survey and
the Income and Expenditure Survey for 2000.

3. There are also income, consumption, and other differences:
Sven can expect to earn $833 a month compared with the South
African mean of $207 (Nthabiseng will have $44 a month). If Sven
had been even luckier, and had been born at the same rank in Swe-
den’s income distribution as Pieter occupied in South Africa, his
expected monthly earnings would climb to $2,203. Sven will be able
to visit any country on a whim, whereas Nthabiseng and Pieter can
expect to spend hours waiting for a visa, which they may or may
not obtain.

4. In some cases, such as China’s decollectivization of agricul-
ture in the late 1970s, a reform may lead to more efficiency, broader
opportunities, and yet greater (intrarural) income inequality.
China’s experience—and the decompression of wages in a number
of transition economies in Europe and Central Asia—is a good
illustration of a more general point: because equity refers to fair
processes and equal opportunities, it cannot be inferred from
income distributions alone. Greater fairness will generally lead to
lower income inequality, but not always. And not all policies that
reduce inequality increase equity.

5. Mazumder (2005).
6. Other interactions between unequal opportunities and social

conditions are also of societal concern, including links between
inequality and crime, and between inequality and health. We

review them briefly in the report, but focus on the channels of more
direct significance to equity.

7. There may be many sound economic reasons for these risk-
adjusted interest rates to vary, including fixed administrative loan
costs, greater informational asymmetries, and the like. The point is
that this affects poorer groups more, in ways unrelated to their
investment opportunities, thus leading to both greater inefficiency
and the perpetuation of inequalities.

8. These averages are based on actual episodes and refer to the
total growth elasticity of poverty reduction, inclusive of any
changes in inequality. “Low” and “high” inequality refers to a Gini
coefficient of 0.3 and 0.6 respectively. The partial elasticity of
poverty to growth, assuming no change in the Lorenz curve, shows
a similar decline, but not to zero (see chapter 4).

9. While equity-enhancing redistribution will usually be from
richer groups to poorer groups, it could happen that “good” redis-
tributions will be to groups that are not poor, especially those in the
middle. This will depend on the nature of the market failure. For
example, the initial beneficiaries of a less-captured financial system
may be small and medium entrepreneurs. Benefits to the poor will
occur when enhanced access to financial services among middle-
class entrepreneurs translates into faster growth and job creation.

Chapter 1

1. This formulation draws loosely on Roemer (1998), but it is
also related to the works of Dworkin (1981b), Dworkin (1981a),
and Sen (1985).

2. See Rawls (1971).
3. See Acemoglu and Robinson (2000), Bourguignon and

Verdier (2000), and Ferreira (2001).
4. This theme is one that recurs across many disciplines—in

sociology and anthropology see Bourdieu (1986), Bourdieu (1990),
and Tilly (1998), in economics see Engerman and Sokoloff (2001),
Bénabou (2000), and Piketty (1995).

5. See Acemoglu and Robinson (2000) for various perspectives
on the interconnections among cultural, social, and economic
inequality, and Stewart (2001) for a general discussion of group-
based inequalities.

6. Appadurai (2004).
7. See Bourdieu (1990) on symbolic violence for more on this.
8. Steele (1999).
9. Appadurai (2004).
10. See Rao and Walton (2004) for more on such “inequalities of

agency.”
11. See also Birdsall, Graham, and Sabbot (1998) and Thorbecke

(2005).
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12. “Too much” and “too little” are used here with respect to the
social optimum. The choices are usually privately rational.

13. The role of high inequality of political power and wealth as a
barrier to economic development in the modern era is a rapidly
growing area of research. Striking results are reported in Sokoloff
and Khan (1990), Engerman and Sokoloff (1997, 2002), Acemoglu,
Johnson, and Robinson (2001, 2002), and Banerjee and others
(2001). Overviews of the broad set of research questions are Enger-
man and Sokoloff (2002), Hoff (2003), and Acemoglu, Johnson,
and Robinson (2004).

14. This is so if the distribution of talents and informational
asymmetries between employers and employees are similar
between men and women. Notice that the efficiency gain does not
satisfy the Pareto criterion. Some individual men might lose out.
The efficiency criterion here is first-order dominance, under the
anonymity axiom.

15. Of course, the intrinsic valuation of equity may be
reflected in the appropriate distributional weights underpinning
these benefits.

16. This has been a recurrent theme in development economics
and at the World Bank. For an influential early treatment, see
Chenery and others (1994).

17. World Bank (1990).
18. World Bank (2001h).

Focus 1 on Palanpur

1. The study was launched out of the Agricultural Economics
Research Centre of the University of Delhi and Oxford University,
and then continued from the London School of Economics.

2. Drèze, Lanjouw, and Sharma (1998), 51.
3. Drèze, Lanjouw, and Sharma (1998), 211.

Chapter 2

1. Filmer (2004).
2. See, for instance, Wilkinson (1992) and Wilkinson (2000).
3. High rank, on the other hand, can be protective of health,

including enhancing one’s resistance to infectious disease.
4. Fujii (2005).
5. Interestingly, for each of the three population groupings, the

relative gap in infant mortality between groups rose in approxi-
mately half of the countries and fell in the other half.

6. Chaudhury and others (2005).
7. Araujo, Ferreira, and Schady (2004) use a new data set, con-

structed from individual record data in household surveys for 124
countries. Qualitatively similar results were also obtained by
Castello and Domenech (2002) and Thomas, Wang, and Fan
(2002), both of which rely on the Barro and Lee (2001) interna-
tional education data set.

8. See, for example, Kanbur (2000).
9. See Kanbur (2000), Elbers and others (2005).
10. Wan, Lu, and Chen (2004).
11. These correlations hold whether or not between-group

inequality is measured on the basis of the conventional or alterna-
tive methodology. They also hold after controlling for outliers
(although South Africa is a particularly influential observation in
the regression of inequality on social group differences). The results
also hold when all the between-group shares are combined into a
single-count indicator that reflects whether a particular country

has a higher-than-median value of the between-group share for a
particular population breakdown.

12. Bourguignon and Morrisson (1998).
13. Li, Squire, and Zou (1998).
14. The consumption module in India’s National Sample Survey

was slightly modified between the 1993/4 round and the 1999/0,
compromising both poverty and inequality comparisons over time.
Deaton and Kozel (2004) provide a clear overview of the issues and
their implications.

15. Deaton and Drèze (2002), Sen and Himanshu (2004) and
Banerjee and Piketty (2003) all document increases in inequality,
but by varying amounts. These estimates are all predicated on cer-
tain assumptions given the fundamental problems of data compa-
rability referred to above.

16. Khan and Sen (2001).
17. Narayan and Yoshida (2004).
18. Nepal National Planning Commission (1995–6).
19. For a sociological perspective on the inheritance of inequal-

ity, see Erikson and Goldthrope (2002).
20. Solon (1999).
21. Mazumder (2005).
22. Hertz (2001) for South Africa; Dunn (2003) for Brazil.
23. Solon (2002).
24. World Bank (2001h).
25. Jha, Rao, and Woolcock (forthcoming).
26. Appadurai (2004).
27. See, for example, Fernández-Kelly (1995) on life in the U.S.

inner city.
28. Appadurai (2004).
29. This term comes from Nussbaum (2000) and her work on

gender discrimination and development, although the core idea has
a long intellectual history in social science.

30. It is also important to note that the appearance of “internaliz-
ing disadvantage”(for example, working slowly, being tardy) can actu-
ally be a covert strategy used by marginalized groups to subvert sys-
tems over which they otherwise have little influence. See Scott (1986).

31. If income inequality, a static measure, is a good proxy for
social mobility, a dynamic concept, then these theories find support
in the large literature on income inequality and crime. See, for
example, Demombynes and Özler (2005) for a discussion of the
subject at the country level, and Fajnzylber, Lederman, and Loayza
(2000), among others, on the cross-country level relationship
between income inequality and crime.

32. See Narayan (2002) for a categorization of approaches and
case studies.

33. See Petesch, Smulovitz, and Walton (2005).
34. Gibson and Woolcock (2005); for methodological details on

the broader research project of which this study is a part (and the
evidence base on which the assertions made here rest), see Barron,
Smith, and Woolcock (2004).

35. See also Rao (2005) on the related idea of such spaces as
“symbolic public goods.”

36. Maynard (1966); Casagrande and Piper (1969).
37. Oster (2005) has recently argued that hepatitis B affects off-

spring ratios and has suggested that geographic patterns of hepati-
tis B prevalence can explain about 45 percent of the missing
women. The magnitude of the hepatitis B effect is currently still the
subject of controversy (see e.g., Klasen 2005).

234 WORLD DEVELOPMENT REPORT 2006



38. Das Gupta and others (2003).
39. Lloyd (forthcoming), with original data from The Center for

Reproductive Law and Policy.
40. Lloyd (2005)(forthcoming).
41. Agarwal (1994); Deere and León (2003).
42. Mason and Carlsson (forthcoming).
43. Rahman and Rao (2004).
44. Kabeer (1999).
45. Kabeer (1997).
46. This disparity is less apparent in enrollments in primary

school, which has become more equitable over the last decade.
47. Browning and Chiappori (1998).
48. See Strauss, Mwabu, and Beegle (2000) for an excellent sur-

vey of economic models of intrahousehold allocation.
49. Thomas (1990).
50. Lundberg, Pollak, and Wales (1997).
51. Quisumbing and Maluccio (2003).
52. Heise, Ellsberg, and Gottemoeller (1999).
53. Kabeer (1997).
54. Rahman and Rao (2004).
55. Munshi and Rosenzweig (forthcoming).
56. Quisumbing, Estudillo, and Otsuka (2004).
57. Das Gupta and others (2004).

Chapter 3

1. Deaton (2004), 31. The large differences in mortality do not
just exist between rich and poor countries, or between different
groups of citizens in poor countries only. In 2002, the median age at
death in Australia for indigenous people was roughly 20 years less
than that for nonindigenous males, which was approximately 76
years (Australian Bureau of Statistics 2003).

2. Botswana, which has one of the highest HIV/AIDS infection
rates in the world, has seen its life expectancy drop from its peak of
60 years in the mid-1980s to 39 years in 2000.

3. Bourguignon, Levin, and Rosenblatt (2004a), 3.
4. See the following quotes that nicely demonstrate the debate

on globalization and the inequality of incomes: “Globalization
raises incomes and the poor participate fully,” The Economist, May
27, 2000, 94. “There is plenty of evidence that current patterns of
growth and globalization are widening income disparities.” Policy
Director of Oxfam, letter to The Economist, June 20, 2000, 6.

5. Doing this in practice requires household survey data and var-
ious adjustments and assumptions—all far from simple—which is
why so many people discuss international or intercountry inequality
using National Accounts data instead of global inequality.

6. Pritchett (1997).
7. It is important to note that all the evidence presented here

refer to intercountry or international inequality in life expectancy at
birth, and not to global inequalities, because we do not use any evi-
dence on within-country differences in life expectancy.

8. Goesling and Firebaugh (2004).
9. Note that the declines in life expectancy for the mainly Sub-

Saharan African countries do not seem to be a direct result of
changes in infant mortality, which in many cases continued to
decline. However, as Cornia and Menchini (2005) argue, the rate of
decline in infant mortality also slowed down significantly in the last
decade, which cannot be explained solely by the changes in Europe
and Central Asia and Sub-Saharan Africa.

10. Deaton (2004).
11. Pritchett (forthcoming). The richest quintile is defined

based on an asset index created by Filmer and Pritchett (1999).
12. One example of such decomposition is Pradhan, Sahn, and

Younger (2003), who claim that less than one-third of the world
inequality in child health is attributable to differences between
countries.

13. Gwatkin (2002). Again, the richest decile here is defined
based on the asset index by Filmer and Pritchett (1999).

14. Preston (1980) as cited in Deaton (2004).
15. Also note that all of the countries that are significantly below

the curve, that is, those with much lower life expectancy at birth
than their GDP per capita would predict, such as South Africa, are
in Sub-Saharan Africa.

16. See Deaton (2004). In fact, Cornia and Menchini (2005) cite
the rise in parents literacy and female education as the main reason
behind the remarkable declines in infant mortality rates in Latin
America and the Caribbean and Middle East and North Africa in
the 1980s.

17. The increase in inequality between countries in life
expectancy at birth in the 1990s is also confirmed by Goesling and
Firebaugh (2004).

18. A recent paper by Brainerd and Cuttler (2004) cites increased
alcohol use and psychosocial stress brought on by an unpredictable
future as the two main contributors to the decline in life expectancy
in Russia and other countries of the former Soviet Union.

19. This figure in Morocco compares with roughly three-
quarters of the same cohort in Indonesia and Turkey, and about 
85 percent in Colombia and Philippines.

20. While making these comparisons between countries, the
reader should bear in mind the discussion on the comparability of
these data from box 2.5 and not interpret these differences literally.

21. The urban and rural figures for China (and India) have not
been corrected for cost-of-living differences. Given that rural-urban
price differentials have been increasing over time and are significant
today (Chen and Ravallion 2004), the figures here exaggerate the dif-
ferences in living standards between the rural and urban Chinese.

22. Kolm (1976) proposed the following class of absolute meas-
ures of inequality:

,

where κ>0 is a parameter that captures inequality aversion.
23. Atkinson and Brandolini (2004) discuss changes in interna-

tional as well as global inequality. We use only their results on inter-
national inequality to make our point on the trend differences
when one switches from a relative concept of inequality to an
absolute one.

24. Such as Milanovic (2005).
25. See Firebaugh and Goesling (2004), Sala-i-Martin (2002).
26. Our analysis shows that we can estimate GE(0), that is, mean

log deviation, from grouped data, especially if the number of
groups is larger than 10, without any significant bias using our
smoothing techniques.

27. The difficulties in assembling a database to calculate global
inequality over such a long time period are detailed in Bour-
guignon and Morrisson (2002), 729–30.

28. Pritchett (1997), 14.
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29. Bourguignon, Levin, and Rosenblatt (2004a).
30. Ravallion (2004a) as cited in Bourguignon, Levin, and

Rosenblatt (2004a).
31. See, for example, Chen and Ravallion (2004).
32. Vietnam and Thailand practically eliminated $1 a day

poverty during this period.
33. The projections for meeting some of the other Millennium

Development Goals do not give one cause for greater optimism.
East Asia and Europe and Central Asia are close to the target on pri-
mary education, while others are falling behind. A handful of coun-
tries are on track to attain the child mortality goal, mainly in Latin
America and the Caribbean. Only 21 percent of the developing
world’s population is expected to achieve the maternal mortality
goal. Halving the proportion of people without access to safe water
and sanitation will require providing about 1.5 billion people with
access to safe water and 2 billion with basic sanitation facilities
between 2000 and 2015. At current rates of service expansion, only
about one-fifth of countries are on track. See http://www.un.org/
millenniumgoals/ for more details on the 8 goals, 18 targets, and
nearly 50 indicators that comprise the Millennium Development
Goals.

34. Deaton (2004). The rules of the game at the global level, and
especially the process of setting those rules, will be discussed in
great detail in chapter 10.

35. Voting shares in the soft-lending arm of the World Bank, the
International Development Association, are similar: Part I coun-
tries hold 61 percent of the vote and Part II countries 39 percent.
Developing countries are somewhat better represented in regional
development banks, but developed countries hold large voting
shares there too.

36. In all other cases, the delegates in charge of economic mat-
ters may be covering, in addition to the WTO, also UNCTAD, ITU,
ILO and WIPO.

37. Each country belongs to one of the following four categories
based on its GDP per capita in 2002: low income, lower-middle
income, higher-middle income, and high income.

38. López (2000) as cited in Deaton (2004).
39. Pritchett (2001) and Pritchett (2004b).
40. Firebaugh and Goesling (2004).
41. Sala-i-Martin (2002).
42. Pritchett attributes this phrase to Gerschenkron (1962).
43. Pritchett (1997), 15.
44. As cited in Goesling and Firebaugh (2004).
45. As cited in Sala-i-Martin (2002).
46. Goesling and Firebaugh (2004).

Focus 2 on empowerment

1. Evans (2004).
2. See Petesch, Smulovitz, and Walton (2005) for the interac-

tions between opportunity structure and the agency of subordinate
groups.

3. Chaudhuri and Heller (2003).
4. Baiocchi, Chaudhuri, and Heller (2005).
5. Chaudhuri, Harilal, and Heller (2004).
6. The concepts of “terms of recognition” and “capacity to

aspire” come from Appadurai (2004); “capacity to engage” is from
Gibson and Woolcock (2005).

7. Rao and Walton (2004).

8. On the origins, structure and goals of KDP, see Guggenheim
(forthcoming).

9. Gibson and Woolcock (2005).
10. Barron, Diprose, and Woolcock (2005).

Part II

1. In his second inaugural address, Roosevelt also suggested that
avoiding deprivation in outcomes was a legitimate policy aim. As he
put it, “The test of our progress is not whether we add more to the
abundance of those who have much; it is whether we provide
enough for those who have too little” (Washington, DC, January 20,
1937). There tends to be less agreement on the importance of
inequality in specific outcome spaces. Writing about income
inequality, Feldstein (1998) argues that increases in inequality
caused by larger incomes at the very top warrant no policy atten-
tion, and represent “pure Pareto improvements,” to which only
“spiteful egalitarians” would object.

2. Michel Ferry, online consultation message, dated October 26,
2004, 10:56 a.m.

3. As chapter 1 also indicated, this is not equivalent to saying
that implementing redistributions is free of tradeoffs, particularly
in the short run, or that terrible inefficiencies cannot arise if redis-
tributions are implemented in ways that pay no heed to incentives.
We return to these difficult policy issues in chapters 7, 8, and 9.

Chapter 4

1. See Pinglé (2005).
2. Plato, The Laws, 745, quoted in Cowell (1995), 21.
3. The reason for this reputation is the combination of a utilitar-

ian objective with a set of (rather restrictive) assumptions about
individual utilities: (i) individual preferences can be represented by
a utility function; (ii) cardinal utility levels are meaningful indica-
tors of the individual’s well-being; (iii) utilities can be compared
across different people; (iv) the utility functions are increasing but
concave (that is, increase at a declining rate) in incomes; and (v) all
individuals have identical utility functions. If they all hold, then, for
a fixed level of aggregate income, the greatest sum of utilities is
achieved by an equal division of incomes across all individuals.

4. Sen (2000), 69.
5. For example, within German Courts, the standard of what is

equitable is based on “the opinion of all those people who think in
equitable and just terms”(Palandt 2004, article 242).

6. For example, within common law jurisdictions, key principles
that guide the application of equity include the principles of
“unconscionability,” “undue influence,” “duress,” and “unjust
enrichment.” A transaction has been deemed unconscionable
where “one party to a transaction is at a special disadvantage in
dealing with the other party because illness, ignorance, inexperi-
ence, impaired faculties, financial need, or other circumstances
affect his ability to conserve his own interests, and the other party
unconscientiously takes advantage of the opportunity thus placed
in his hands” (High Court of Australia, Blomley v. Ryan 1956, 99
CLR 362 at p. 415, per Kitto J.).

7. Aristotle, The Nicomachean Ethics, book 5, chapter 10, 350 BC.
8. Kritzer (2002), p. 495. For a more detailed discussion of the

philosophical evolution of the concept, see Alland and Rials (2003).
9. The Chancellory Courts have their origin in the residual dis-

cretionary power of the King, generally exercised by the Chancellor,
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to correct or overturn cases in which justice could not be obtained
by a common law court.

10. In the common law tradition, equitable jurisdiction is also
associated with a number of well-established principles, sometimes
called the “maxims of equity.” Examples of these include: He who
seeks equity must do equity—that is, a claimant who seeks equitable
relief must be prepared to act fairly toward the defendant (future
conduct); He who comes to equity must come with clean hands—
similar to the previous principle, but related to the claimant’s past
conduct; Equity looks at intent rather than form—equity is more
concerned with substance than form.

11. Cadiet (2004), 425.
12. See Arnaud (1993) and Draï (1991).
13. Preamble to the Universal Declaration of Human Rights
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This definition, like the decomposition on which it is based, is path-
dependent, and the elasticity would be somewhat different if it was
calculated on the basis of the final-period Lorenz curve, rather than
the initial one. In this report, we always use the initial period rela-
tive distribution when computing partial growth elasticities. No
regression method is used, so no functional form of any kind is
imposed on the relationship.

31. This finding is qualitatively consistent with alternative esti-
mates of the relationship between partial and total growth elastici-
ties, on the one hand, and income inequality, on the other. See
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(2003).
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that this is because someone needs to be home to defend the untitled
property from expropriation by others. But she does not find any evi-
dence that land titling improves access to credit.

26. This number takes into account the fact that only 20 percent
of the Indonesian population is iron deficient. The private returns
of iron supplementation for someone who knew they were iron
deficient—which they can find out using a simple finger prick—
would be $200.

27. Kremer (1993).
28. Li and others (1994).
29. Banerjee and Duflo (2004b), 11.
30. See Bénabou (1996) for a survey.
31. Forbes (2000) also corrects for the bias introduced by intro-

ducing a lagged variable in a fixed-effect specification by using the
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